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Abstract

The growth of data and information is increasing rapidly while the users of information technology devices continue to increase. Moreover, the ease of access to information is supported by the presence of mobile communication technology which is owned by almost every user. Currently, there is a significant increase in the number of users, who are considered to have the opportunity for the presence of cybercrimes, especially in cases of bullying. The main problem is that it is difficult to predict the potential for cyberbullying because cyberspace is full of anonymity. Cases of cyberbullying include cyber crimes outside of computer security when viewed from a behavioral perspective. Therefore, cyberbullying analyzes behavior when carrying out negative actions. In this study, we have investigated and predicted bullying tendencies using a data mining approach. Analysis of the presented case studies and their technical implementation through a data mining approach. Using data mining as a tool, we use several classification methods with the aim of comparison and which method is best for analysis. Classification methods in data mining are K-NN, Random Forest, Decision Tree, and Naive Bayes. By comparison of the four methods, there are three classes. There are three classes, namely no potential for bullying, violence and insults. Thus, three classes were detected based on the results of the investigations and several techniques were evaluated using a comparison of the performance of each technique. The final result will show the best performing decision tree technique because during the preprocessing stage it does not take long, the addition is because of the ability to break down each branch of the data so that the time required for data cleaning is faster with an acceleration of 7%.
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1. INTRODUCTION

Today, communication is being carried out by humans by utilizing internet technology reinforced through cellular technology, computer hardware and software and telephone networks [1]. Mobile technology seems to have the role of directing information that is considered to have power allowing it to be distributed to others through devices behind the scenes. The reality at this time, the amount of information that contains data is increasing as the number of technology users also increases. An increase in both the phenomenon of information and users has the potential for crime or misconduct in the cyber environment. In the beginning, every user is able to study, deepen, every feature of technology to find weaknesses. With many weaknesses found, users of cyber technology begin to intend and act to carry out malicious actions. One of his immoral actions is cyberbullying. From the start, comes harassment, cyberbullying, hate speech, and online trolling. This phenomenon becomes more and more brutal and can result in extreme losses. In the same sense, cyberbullying is described as an act of intimidation that transpires using technologies behind the scenes. In addition, what underlies the concept of cyberbullying is that traditional bullying includes (a) the intention to cause harm, (b) repetition of behavior from time to time, (c) power imbalance between the victim and the bully [2].

Internet technology is faced with positive impacts and has advantages and is assisted by computer networks spread throughout the world. One of the advantages is that it allows individuals to search, explore all information. The fact must be admitted that bullying is almost done on social media platforms. Social media such as Twitter, Facebook, Instagram and so on. Social media opens up opportunities and freedom for every user to share information ranging from text, photos, videos and so on. Almost all of them are not realized, if there is a possibility or a dangerous action will occur. His concern is that social media is a place and target for finding someone who will be the target of crime, one of which is cyberbullying [3]. Negative actions in cyberspace such as insulting, harassing, ridiculing and even threatening the victim. Since social media is considered trigger-prone, it can connect relationships between individuals, groups and communities.

The increase in cyberbullying actions is associated with the study of data mining concepts. Investigation of data and information about cyberbullying is a strength in addition to the tasks and roles of data mining. One of the advantages of data mining is making predictions based on data. Internet user data and related to bullying as modal and object in this analysis. Through data mining, not only as a predicting concept, but also as a way to see patterns of tendencies towards bullying in cyberspace. Cyberbullying actions can be anticipated with user sentiment analysis. The studies that have been carried out have focused on the issue of sentiment. Sentiment analysis has two types, namely positive sentiment analysis and negative sentiment analysis. Positive sentiment analysis may be harmless compared to negative sentiment analysis albeit in a subtle way. Sentiment analysis is very suitable to be applied to data collection on social media [4]. Thus the concept of data mining with sentiment analysis can be classified into positive and negative sentiments [5].

In this research work, we focus on harassment, where the harasser (bully) sends toxic and harmful communications to the victims. We have presented an automated, data-driven method for identifying harassment. Our approach using data mining can help researchers with the aim of exploring data or extracting knowledge. The results of this knowledge will be a tool in online counseling pursuits or cyber-counselling. Data mining can provide opportunities to effectively predict and detect forms of negative human behavior such as bullying. Because this work deals with data, big data analysis and data mining can reveal knowledge through data mining of raw data. Both data mining and big data analysis can improve some applications and predict future possibilities[6].

2. METHOD

Almost all forms of cyberbullying are carried out on social media. Bullying in the concept of data mining can be done by prediction, classification, association and so on. The role of data mining in the investigation of negative acts of bullying has also been carried out in the form of modeling. Classification techniques are also widely applied to analyze cyber bullying, one of which is using the Naive Bayes technique. Several analytical techniques in data mining can be compared included in this paper. For example in the classification method, several classification techniques are compared, including K-Nearest Neighbor, Random Forest, Decision Tree, and Naive Bayes. Prediction of cyber bullying is done using the K-Nearest Neighbor technique but focuses on positive comments even though there are potential negative comments [10].

![Gambar 1. Proposed Research Framework](image)

Predicting the potential for cyberbullying that occurs in cyberspace requires techniques and data analysis regarding data-based work patterns. In this case, we have identified the factors that can be taken into consideration in addition to the variables. Some
factors are converted to class when using the concept of data mining, namely that there is no potential for bullying, violence and insult (Rosa 2019). Furthermore, there are several features involved in the provided dataset so that feature selection is required. See the picture below [11], a research framework that shows the provision of a specific dataset related to cyberbullying using survey techniques.

Collecting data by observing cyber counseling cases on personal datasets. Although almost all the literature recommends the dataset used is public, especially on social media platforms. Internet users as well as counseling services are given the opportunity to become respondents. We used a quantitative approach in data collection. Likert scale was adopted in completing the needs of data requests and observations. The purpose of the personal dataset is that it is known that the dataset in this cyber counseling study has a high level of sensitivity, which is different from other datasets, only partially based on comments on social media applications. The questionnaire is designed to make it easier for victims of cyberbullying by ensuring a high level of privacy. The identity of the respondents is ensured confidentiality and there is even the option of an anonymous account. This condition becomes more complex, on the other hand, with anonymous data, it will affect the validity of the data. Thus, the survey method is an option to explore information on victims of cyberbullying [12].

Based on the proposed framework, preprocessing data is required prior to the analysis of the case study. There are four tasks in data preprocessing starting at data cleaning. The data in the dataset is cleansed of formats that are not in accordance with the request at the time of observation. The addition is manual data entry if data is found to be incomplete. Next is data reduction, which simplifies complex data into integrated and simple data. Simplifying the meaning of the data in the dataset allows ease of data mining analysis. Another condition is to unify data from various sources because the data is not all in one place and the same container. Thus, this unification process is called data integration. In the data preprocessing phase, it will take a lot of time and resources due to the demands of producing quality data [13].

Because it uses a data mining approach and uses data classification analysis techniques, several steps must be taken. First, entering data and generating a dataset can be used as a pre-processing stage. The selection of this dataset technique is private, although the concept of data mining in general, it uses public datasets. Second, the data analysis process uses algorithms and classification techniques including KNN, RF, DT and NB. Third, the final result of each technique and algorithm will be compared working to the Confusion matrix, and ROC Curve.

2.1 Decision Tree
Classification by extracting decision trees on the movement of data from top to bottom. Labeling with features applies to every node in the decision tree. Classification based on decision trees with expectations produces a model in predicting the value of candidate variables when studying simple decision rules inferred from data features. In addition, the decision tree technique belongs to the supervised machine learning method and the non-parametric category. Iterative Dichotomiser 3 (ID3) algorithm is well known in this type of decision tree algorithm. The ID3 algorithm uses the calculation of the acquisition of entropy information for the selection of attributes to be nodes. The parameterization of an entropy can be done on the magnitude of the value S considered in the item set so that it includes the value, whereas we define n to be how many parts refer to S and pi if the proportion is the case to m in the entity set. Furthermore, the formation of parameter variables on gain can be analyzed through a case set of S. B is the attribute, n is the number of partitions of attribute A, |si| is the case with the notation n as an additional attribute where n denotes the number of parts of attribute A, the proportion of Si to S,|S| is the number of cases in S-i, and entropy(Si) is the entropy of the sample designation that has the i value.

\[
Entropy(S) = \sum_{i=1}^{n} -P_{i} \times \log_{2}(P_{i}) \tag{1}
\]

\[
Gain(S,A) = Entropy(S) \sum_{i=1}^{n} \frac{|S_{i}|}{|S|} \times Entropy(S_{i}) \tag{2}
\]

2.2 K-Nearest Neighbour
The classification model in machine learning that uses the nearest neighbor point is K-Nearest Neighbor. Machine learning methods as well as data mining techniques that aim to label previously invisible query objects and distinguish two or more destination classes. Such a classifier, in general, requires some training data with a given label. The K-NN method uses a similarity technique between X1 objects and X2 and Xn objects. Thus using the equation X where d(x,y) is the distance between data x to data y. Xi is the i-th test data and yi is the i-th training data.

\[
d(x, y) = \sqrt{\sum_{i=1}^{n}(x_{i} - y_{i})^{2}} \tag{3}
\]

2.3 Naïve Bayes
The classification technique in the comparative study of cyberbullying predictions is Naïve Bayes. With NB performance through bayesian theory and data-based processing. Bayesian overload predicts how likely the probability of a set of items in a group is. Probability results with posterior P(H|X) using the Bayesian proposed concept. We determined the value of X by describing the data on the group test when it was unknown. The hypothesis based on the data flow generated from X becomes more specific as part of
the value of H. The probability of the hypothesis on x is assumed by selecting the value of H so that it is considered the likelihood of the value of P(X|H). The next consideration is prior probability as an opportunity to become a hypothesis H with a P(H) value. Predictor with probability generalization is part of X. value.

\[ P(X) = \frac{P(H)P(X|H)}{P(X)} \]  \hspace{1cm} (4)

2.4 Random Forest

Data mining analysis techniques such as Random Forest is one of the classification techniques. A large amount of data fits this technique very well with its accuracy. Moreover, the Random Forest is an excellent technique when doing predictions and also easy to learn in a variety of academics and professionals [14].

\[ mg(X,Y) = h_k(h_k(X) = Y) - \max_{av_k}(h_k(X) = j) \]  \hspace{1cm} (5)

2.5 Theoretical Review

Cyberbullying may remain for some time and involve many users of cyberspace. Many researchers do their work with data retrieval platforms. Bullying can result in conditions where participants can be classified as perpetrators or bully-victim even though it is done in cyberspace. For a more point by point, the study of cyberbullying invites a lot of attention from researchers, academics, and practitioners in conducting investigations, analyzing the causative factors, the pattern of delivering messages when bullied by bullies. Data mining is used to extract all data related to the activities of using social media. The implementation of data mining techniques has functionally predicted the presence of intimidation. Data mining techniques can predict with algorithms, namely K-Nearest Neighbor, Naive Bayes, and Decision Tree. In addition to data mining algorithms, a combination of quantitative and qualitative methods is proposed by Elaheh Raisi which uses the concept of machine learning with a weakly supervised approach [7]. Detection of potential cyberbullying actions can still be done using a soft computing approach, although almost all of them are based on data mining. Data mining has also been proposed to predict careers related to counseling services by Yeasin Arafat. The consequences of his research provide predictions about the weaknesses and strengths that students have for a career. There are 9 features proposed to recognise temporary career predictions using classification algorithms. Thus the model obtained is CART with the highest accuracy value. Rizki proposes the use of the support vector machine method when analyzing sentiment related to cyberbullying. In the test results, using as much as 100 data on Twitter. The measurement results show that it is quite effective with the value of the confusion matrix with an accuracy rate of 70% valid [8].

Data mining studies have challenges, which are also applied to predict the factors that cause cyberbullying in Korea [9]. According to the results, victims occupy the most cases compared to perpetrators and observers. The Decision tree method independently succeeded in finding the pattern of factors that influence it. Data mining analysis was also proposed by Bashir with the concept of analyzing different Arabic texts previously in the Korean context. Arabic has a high complexity [10]. The concept that is built is only a protection not to predict. Sultan proposed theoretical methods, namely analysis, synthesis, and empirical. Not only in data mining but adopting machine learning and deep learning. Data mining is different from machine learning, machine learning focuses on strengthening training data so that it can predict the incoming data is considered as testing[11]. The objectivity of this study is to classify the types of cyberbullying, namely perpetrators and victims through sentiment analysis. In this study, we will have examined a dataset related to cyberbullying activities using four data mining classification analysis techniques. In this way, we utilize data mining techniques such as Naive Bayesian, Decision Tree, K-Nearest Neighbor (KNN), and Random Forest to confirm the prediction model on the type of cyberbullying in social media as a cyber counseling tool [9].

3. RESULT AND DISCUSSION

3.1 Preparation of Data

The preparation stage includes the use and processing of datasets. Datasets serve as objects and materials for analysis when there is a potential for excessive users of various files. Furthermore, there are two types of data mining studies when using datasets, namely private datasets and public datasets. Considerations on the dataset there are two types of variants through data mining including private datasets and public datasets [15]. Both datasets are types of data sources that are managed during the analysis. The use of private datasets is a rare activity due to almost all discussion on public datasets. General datasets are readily available on the website, where all users are free to download, extract and experiment. Personal dataset is a collection of data collected specifically by survey methods in addition to quantitative methods. As such, personal datasets are generally applied to and extracted from those of a privacy and institutional nature. In addition, private datasets have characteristics adapted to specific case studies. In contrast to public datasets, data that is already on the website is provided by a certain institution for experimental purposes. In concept, public datasets can be analyzed in terms of comparability.

Data preparation stage, identify the data cleaning. The dataset used shows incomplete (missing) data where data is not available on some records. When data is found to be incomplete, it can
be resolved by filling in the attribute values manually or automatically. The next problem is noise data which contains inappropriate or incorrect attributes. In addition, another problem is the duplication of data as much as 5% of the total dataset. Noisy data can be overcome by grouping and deleting incorrect or invalid values [16].

Data preparation is the first step in generating data mining processing. The dataset will meet the criteria with regularity, not experiencing duplication and so on. In our dataset, we have identified 4% containing duplicate data, 1% empty data and so on. According to the identification results, there are 4% of the data containing duplication, the remaining 2% of the data is empty. Furthermore, the validation process is implemented if after passing the data preparation stage it goes through 10 iterations. The method used is cross-validation as a recommendation by proving reliability in testing the validity of the data. In the concept discussed, the dataset consists of training data and test data in step n as many as 10. The results of the 10-step validation process can be shown in the figure below.

![Correct and Incorrect Classification](Image)

3.2 Validation and Model Testing

In order to obtain accurate results for data modeling, the model needs to be validated. The use of the validation technique was tested 10 times. Thus the measurement result is the average value of the 10 tests. This stage will be divided into two parts, namely training data and test data. Tests were carried out 10 times, namely 10 Fold Cross Validation which can be used as recommendations in selecting the best model.

3.3 Comparison of Model

There are several methods with classification capabilities on the concept of data mining. The classification method includes a discussion of excessive users in the case of file sharing. Classification methods including decision trees, K-Nearest Neighbor, Naive Bayes, and Random Forest are applied to the dataset by conducting experiments to determine which method is considered the best based on the analysis. The selection of this method becomes the basis of the tool when detecting excessive users in managing file sharing. The next explanation shows the comparison according to the quality test of the proposed model. Further backed by private datasets such as redundant file sharing data. Furthermore, the Confusion Matrix is carried out in analyzing the level of accuracy of several classification methods in data mining. In addition, the results achieved according to measurements and analysis with the Confusion Matrix were analyzed using the ROC curve with information expectations of differences between several methods or models that have been tested in the previous stage.

<table>
<thead>
<tr>
<th>Testing Acc True (%)</th>
<th>Acc False (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Data</td>
<td>Final Data</td>
</tr>
<tr>
<td>1</td>
<td>256</td>
</tr>
<tr>
<td>2</td>
<td>256</td>
</tr>
<tr>
<td>3</td>
<td>256</td>
</tr>
<tr>
<td>4</td>
<td>256</td>
</tr>
<tr>
<td>5</td>
<td>256</td>
</tr>
<tr>
<td>6</td>
<td>256</td>
</tr>
<tr>
<td>7</td>
<td>256</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
</tr>
<tr>
<td>9</td>
<td>256</td>
</tr>
<tr>
<td>10</td>
<td>256</td>
</tr>
</tbody>
</table>

The TP level can be shown on the Y axis while the FP level is determined on the X axis which generalizes the ROC curve. Implementation using the ROC curve method by analyzing the coverage area under the normal value of the curve that refers to the AUC (Area Under the ROC Curve). Furthermore, it is determined by graphically representing the output of determining the best performance when classifying. Next, how to measure performance through predictive outcomes on the probability side of the discriminatory. This is obtained by means of a random sample of the population mean. The main indication is that the AUC value with continuous addition will determine the strength of the classification. The value range between 0.0 and 1.0 is the range of values in the AUC area to be the best determining criterion. Table 3 refers to how to analyze the classification accuracy level through the AUC method.

The data mining work presented in the table, through decision tree techniques and algorithms can be considered the best. The results of the discovery and identification were found in 89.42%. Moreover,
if it is based on another algorithm. The best performance is neighbor detection with performance at 88.07%, then performance based on probability is 85.13% and the last is 72.17%. The results of this measurement use a confusion matrix in the level of model accuracy. The ROC curve test shows that the Naive Bayes Algorithm is the best algorithm with an AUC value of 0.853, K-Nearest Neighbor 0.813, Decision Tree 0.816 and Random Forest 0.811. The measurement results on the level of model accuracy are related to the implementation of the confusion matrix. It must be emphasized that the ROC curve shows and brings the best performance of the Naive Bayes algorithm with an AUC value of 0.853, compared to other algorithms. The main factor is the determination of training data with a large amount but not like a decision tree. even with big data but it can be done quickly because of the breakdown technique.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90 – 1.00</td>
<td>Very Strong Classification</td>
</tr>
<tr>
<td>0.80 – 0.90</td>
<td>Strong Classification</td>
</tr>
<tr>
<td>0.70 – 0.80</td>
<td>Balance Classification</td>
</tr>
<tr>
<td>0.60 – 0.70</td>
<td>Less Classification</td>
</tr>
<tr>
<td>0.50 – 0.60</td>
<td>Not Identification</td>
</tr>
</tbody>
</table>

Table 2. ROC category determination criteria.

Table 3. Performance comparison on model accuracy and AUC.

<table>
<thead>
<tr>
<th>Evaluations</th>
<th>Decision Tree</th>
<th>K-Nearest Neighbour</th>
<th>Naive Bayes</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>89.42 %</td>
<td>88.07 %</td>
<td>85.13 %</td>
<td>72.17 %</td>
</tr>
<tr>
<td>AUC</td>
<td>0.816</td>
<td>0.813</td>
<td>0.853</td>
<td>0.811</td>
</tr>
</tbody>
</table>

Although NB is considered to have inadequate performance, when tested using AUC, it is much better with a gain value of 0.87, surpassing KNN with a gain value of 0.86 and the DT algorithm with a value of 0.81.

The whole series of processes for data mining processes when predicting cyberbullying actions can be presented in the three classes that are candidates for cyberbullying predictions. In general, cyberbullying can be caused by insults and even almost half of the dataset is filled. The potential for insults often appears and becomes a tool to launch action against the victim. Increased insults when bullying is also followed by violence. Most researchers consider it the peak of wanting to do bullying when a sense of dissatisfaction is present in
the perpetrator towards the victim. The Violence and insults when they dominate, then based on the dataset identified the potential for not bullying, even though there are some features that have attribute values, they are said to be of medium and low rank. Thus, every attribute that has been identified and analyzed that has a low attribute value cannot be considered as an act of bullying

4. CONCLUSION

The role of data mining is very large, especially in extracting data for the purposes of conducting analysis. Not only that, data mining which is so super in identifying each data in detail provides an overview of the data that is processed and has its own criteria. For more details, raising the case of cyberbullying in this study is a tool for researchers other than counselors in providing face-to-face or online counseling services. In this way, counselors who carry out activities in cyber counseling need to be provided with additional tools with predictive data mining results. Given that cyberbullying is extreme, data mining has a strong role in supporting cyber counseling services.

Data mining becomes a reliable tool when it is intended for counselors or researchers. Working with data makes results more objective. The advantages of data mining make predictions more accurate than other methods or approaches. However, it should be noted that the dataset should be prioritized at the data preparation stage. The main reason is that the dataset determines the results before they are analyzed and needs to be processed and ready.

REFERENCES


